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Abstract 
 

Data monitoring is an important foundation of modern science. In most cases, the monitoring 
data is time-series data, which has high application value. The deep learning algorithm has a 
strong nonlinear fitting capability, which enables the recognition of time series by capturing 
anomalous information in time series. At present, the research of time series recognition 
based on deep learning is especially important for data monitoring. Deep learning algorithms 
require a large amount of data for training. However, abnormal sample is a small sample in 
time series, which means the number of abnormal time series can seriously affect the 
accuracy of recognition algorithm because of class imbalance. In order to increase the 
number of abnormal sample, a data augmentation method called GANBATS (GAN-based 
Bi-LSTM and Attention for Time Series) is proposed. In GANBATS, Bi-LSTM is introduced 
to extract the timing features and then transfer features to the generator network of 
GANBATS.GANBATS also modifies the discriminator network by adding an attention 
mechanism to achieve global attention for time series. At the end of discriminator, 
GANBATS is adding averagepooling layer, which merges temporal features to boost the 
operational efficiency. In this paper, four time series datasets and five data augmentation 
algorithms are used for comparison experiments. The generated data are measured by 
PRD(Percent Root Mean Square Difference) and DTW(Dynamic Time Warping). The 
experimental results show that GANBATS reduces up to 26.22 in PRD metric and 9.45 in 
DTW metric. In addition, this paper uses different algorithms to reconstruct the datasets and 
compare them by classification accuracy. The classification accuracy is improved by 
6.44%-12.96% on four time series datasets. 
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1. Introduction 

In recent years, the world has achieved a high speed of technological development, 
including electricity, transportation and healthcare [1-3]. The methods of data monitoring in 
various industries have changed significantly after application of various advanced 
technologies. With the upgrading of various monitoring equipment, the efficiency of data 
acquisition continues to improve. By increasing the frequency of monitoring and 
self-inspection can effectively prevent many hidden dangers. Data monitoring is now 
receiving increasing attention, which poses many challenges for monitoring technology. At 
present, various monitoring data can be obtained through various types of sensors [4], which 
significantly boost the safety and reliability of monitoring. 

Time series data is a very important component of monitoring data, including industrial 
monitoring data, geographic monitoring data and health monitoring data. This means that a 
significant portion of the monitoring data is in the form of time series. It is worth noting that 
there is a process of getting worse for most of negative issues，which means there is a high 
correlation between monitoring data and time. 

At present, the interpretation of time series with highly subjective is that people mainly 
relies on the experience in related fields. Fortunately, with the rapid development of 
computer-aided recognition techniques based on deep learning, recognition assistance 
systems for time series have received wide attention [5-7]. The relevant staff can read the 
deep information of the time series through the recognition assistance systems for time series 
and determine the health condition of the equipment (individual).. 

However, the recognition accuracy of recognition assistance systems for time series 
based on deep learning is affected by the lack of abnormal time series. In detail, there is a 
class imbalance between normal and abnormal time series, and the recognition accuracy of 
the recognition assistance systems for time series can be seriously affected. Therefore, a 
large number of studies have been conducted by relevant researchers to address the class 
imbalance. Among these methods, GAN (Generative Adversarial Networks) [8] can generate 
a large amount of data and the generated data have local features with high similarity to real 
data. Based on GAN, this paper develops a GANBATS (GAN-based Bi-LSTM and Attention 
for Time Series) to generate time series for improving the classification accuracy of 
recognition assistance systems. 

The rest of this paper is organized as follows. Related works are reviewed in Section 2. 
Section 3 introduces GANBATS in details before the experimental results analysis in Section 
4. Section 5 concludes the paper and discusses future work. 

2. Related Work 

Recognition assistance systems for time series can help staff to obtain more accurate 
status of the equipment (individual). However, the actual database contains a large amount of 
normal time series and a very small amount of abnormal time series, which makes it more 
difficult to train deep learning models. The reason for the difficulty in training model is that 
the highly imbalance data distribution will make the classification model more inclined to fit 
the class of normal data. Currently, data augmentation methods have received wide attention 
in solving the class imbalance. Data augmentation methods are usually divided into 
traditional methods and deep learning-based methods. 
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The traditional data augmentation methods mainly include random transformation and 
statistical models. First, time series can be considered as two-dimensional signals of small 
width.  Therefore, some methods can be mined from image data methods for time series 
data augmentation. Therefore, scholars invented methods such as segment interception, 
rotation, narrowing and expanding [9] and adding noise for time series data augmentation. 
Time series data enhancement can be generally divided into three categories: amplitude 
domain, time domain and frequency domain. Amplitude domain transformation is mainly 
used in multi-dimensional time series. The time domain is the most common representation 
of time series. The frequency domain mainly exists in the field of industrial control. 
However, the common features of random transformation methods are randomness and 
instability. 

Through development, researchers have realized that time series have characteristic 
distribution. A generation model can be used to sample time series from feature distributions. 
We divide the generation models into two categories, statistical models and deep 
learning-based models. Generation algorithms based on statistical models focus on obtaining 
the distribution of data. The most classic of these is SMOTE[10]. The object of the SMOTE 
algorithm remains the imbalanced datasets. The core of the SMOTE algorithm is to 
reconstruct the new datasets based on small number of samples. Another category is 
clustering-based data augmentation method. Clustering-based method refers to clustering 
normal and abnormal data, and then using the oversampling method to expand the database. 
The advantage of clustering-based methods : generating different numbers of new samples 
for different minority classes of samples according to specific data distribution. This method 
generates samples by giving each minority class sample a certain weight, which is positively 
related to the number of surrounding majority class samples. However, the data distance 
affects the quality of data generation by clustering-based data augmentation methods. 

In recent years, deep learning-based methods have become popular. GAN has a 
powerful data fitting and generation capability due to its innovative network structure, which 
is able to generate specific signals from the input noise. After GAN introduction in 2014, 
GAN has been widely used in various data augmentation tasks. 

GAN models are mainly divided into discriminator networks and generator networks. 
The discriminator network is a binary classifier that makes judgments on the output samples 
from the generative model. If the input samples are from real training data, the discriminator 
output value is larger, otherwise the discriminator output value is smaller. The structure of 
GAN model is shown in Fig. 1. 

However, traditional generator networks have limited modeling and fitting capabilities 
and often perform poorly when training complex signals (such as natural language and 3D 
scenes). In addition, the training process of GAN models is not stable enough. Therefore, 
scholars have improved these aspects based on the GAN model. 

In order to solve the problems in the GAN model, scholars have proposed a number of 
different GAN-based models to reconstruct the new datasets. The DCGAN model was 
proposed (Deep Convolutional GAN) [11], which replace all pool layers with convolution 
layers. WGAN improves the data generation capability of the generator network by fitting 
the wasserstein distance with a discriminator [12]. WGAN-GP introduces the gradient 
penalty strategy to WGAN, which greatly enhances the training stability of WGAN-GP [13]. 
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Fig. 1. Structure of GAN 

3. GAN-based Bi-LSTM and Attention for Time Series 
The research goal of this paper is to improve computer timing signal recognition by solving 
class imbalance in time series. The lack of large amounts of time series data can have a 
negative impact when designing deep learning models. Therefore, this paper attempts to 
generate time series using GAN-based models. 

According to the composition structure of GAN in Fig. 1, we can know that the whole 
and core idea of GAN: G and D are constantly updated, so G simulates data very close to the 
real data. The optimization objective function of GAN is shown in Eq.1: 

min max ( , )
G G

V D G                            (1) 

First, the generated signal with the true label passed into discriminator network and the 
generated signal is required to deceive the discriminator, which is to minimize the objective 
function ( , )V D G .Then, the GAN-based model feeds the real signal and the generated 
signal into the discriminator network. The discriminator network needs to distinguish the real 
signal from the generated signal as much as possible, which is to maximize the objective 
function ( , )V D G .The GAN-based model is trained to find the balance between 
maximizing and minimizing the objective function to generate a more realistic signal. The 
objective function to be optimized is shown in Eq.2. 

- -( , ) [log ( )] [log{1- [ ( )]}]
data Gx P x PV D G E D x E D G x= +           (2) 

In Eq. 2, the generator G takes the maximum value and the discriminator D takes the 
minimum value. ( )D x  denotes the probability that the discriminator determines that the 
true anomaly signal is true. [ ( )]D G x  denotes the probability that the discriminator 
determines that the generated signal is true dataP  denotes the true sample distribution. GP  
denotes the prior distribution of the random variable. 
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The goal of this section is to propose an algorithm for reconstructing class imbalanced 
datasets. A time signal is usually a long, multi-feature sequence, which represents timing 
features in signal need to be taken into account in data augmentation algorithm. Therefore, 
we propose a new data generation model GANBATS (GAN-based Bi-LSTM and Attention 
for Time Series) is designed by introducing Long Short-Term Memory (LSTM) network [14] 
in the model, and the model diagram of GANBATS is shown in Fig. 2. 

Bi-LSTM

G-part

G-part

G-part

Attention

AveragePooling

D-part

D-part

output

Noise

Real data

Data preprocessing

Generated data

loss

Discriminator

loss

 
Fig. 2. Diagrams of GANBATS 

GANBATS operation process： 
1)Data input : Input the data into the generator network of the GANBATS model. The 

data are first input to the Bi-LSTM, which has the main function of gaining the temporal 
features from time series, and solving the gradient problem that occurs during the training 
process. Then the output of Bi-LSTM is transferring to the G-part of generator network, and 
the generated pseudo samples are obtained through several steps such as convolution and 
batch normalization. 

2)The time series generated by the generator network and the real time series are sent 
into the discriminator network of GANBATS. The main function of the discriminator 
network of GANBATS is to determine the authenticity of the generated time series. The 
attention mechanism [15] is introduced in the discriminator network of GANBATS to extract 
the global temporal features of the generated time series. The probability that the generated 
time series and the true time series are true is obtained in the output part of the discriminator 
network. When the generated time series are judged to be true, the samples are re-entered 
into the discriminator network for training. 
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3)After several training epochs, the model training ends when the discriminator network 
is unable to judge the truth of the time series generated by the generator network. 

3.1 Generator Network of GANBATS 

Considering the characteristics of time series, the generator network of GANBATS model is 
improved in this section. GANBATS adds Bi-LSTM to the beginning of the original 
generator network of GAN. Adding Bi-LSTM to generator network can bring two benefits. 
One is to fuse information from different position in time series to solve the gradient 
disappearance problem when training long time series. The second is to obtain 
multi-dimensional features through Bi-LSTM. The improved generator network of 
GANBATS is shown in Fig. 3. 
 

Noise Bi-LSTM

BN

BN

BN

BN

ReLU

ReLU

ReLU

ReLU

Conv

Conv

Conv

Conv

ReLU

G-part

cycle
Generated data

Fig. 3. Generator of GANBATS 
 

The generator network structure of GANBATS has three parts: data input layer, 
Bi-LSTM network and G-part. The generator network structure of GANBATS operates on 
the input data in turn. The Bi-LSTM network has two layers with an input feature dimension 
of 1 and a hidden layer of 64. The Bi-LSTM is followed by a convolutional structure, where 
the three G-part structure consists of convolution, BN layer and ReLU activation function, 
and the last layer is the output structure. 

In this paper, the whole time signal is taken as the target domain signal, and the random 
noise in the input data conforms to the standard Gaussian distribution. The noise obtain the 
temporal characteristics through the Bi-LSTM network. Then it is passed through the G-part 
to continuously compress the clustering of series, which fit the target time series with 
maximum degree. 

The core improvement in the generator network of GANBATS proposed in this section 
is the introduction of Bi-LSTM. The LSTM neural network consists of an input layer, 
multiple hidden layers and an output layer. There are many neurons within the hidden layer. 
In LSTM, the gate is its most basic structure. The information flow is determined according 
to Eq. 3. 
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1
1 te

σ −=
+

                              (3) 

The basic unit of LSTM is called LSTM cell. It has three kinds of gates, namely forget 
gate, input gate and output gate, which maintain the performance and state of LSTM. The 
structure of LSTM cell is shown in Fig. 4. 

tanh

tanh

 
Fig. 4. Structure of LSTM cell 

 
Fig. 4 shows the transformation of data in an LSTM cell. Each LSTM cell has three 

inputs and three outputs. According to Fig. 4, tX is the newly added information at this time, 
and 1ta −  , and 1tC −  are the accumulations of some information in the past. Enter tX  and 

1ta −  into the three gates in the LSTM cell. The weight fW  of the forget gate is activated by 

σ  to get the forget weight. The weight iW  of the input gate is activated by σ  to get the 
input weight. The weight oW  of the output gate is activated by σ  to get the out weight. 
Through the operation of three gates, LSTM adds new information and updates the state, 
which is tC . 

The LSTM network performs the above operations on the input vector at each moment 
until all elements in the time series are processed, and finally all moment states are output. 
LSTM can also obtain information about the future of the sequence. In other words, 
bi-directional information can be obtained through Bi-LSTM. The structure of Bi-LSTM is 
shown in Fig. 5. 
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Fig. 5. Structure of Bi-LSTM 

The Bi-LSTM added to generator network of GANBATS is a bi-directional 
combination of LSTM, which can extract twice the number of features from time series. In 
general, the noise signal enters the Bi-LSTM. At different moments, the memory cell in the 
LSTM records the relevant information, while the forget gate forgets some information that 
existed in the memory cell at the previous moment. Through the selective memory and 
forgetting of the information at different moments, the long-term memory of the time signal 
is realized, and thus the timing features are extracted. 

3.2 Discriminator Network of GANBATS 

After the generator network generates new time series from the noise with Gaussian 
distribution, the generated time series are sent into the discriminator network for 
determination. The feature extraction capability and discrimination speed of the 
discriminator need to be improved for the characteristics of time series with multiple features 
and long length. Therefore, the discriminator network of GANBATS is improved in this 
section. GANBATS introduces the attention mechanism in the discriminator network for 
obtaining global information of time series, which enhances the feature extraction capability. 
For discriminant speed, GANBATS introduces a global average pooling layer at the tail of 
the discriminator network, which can greatly reduce the number of parameters of the model. 
The improved discriminator network of GANBATS is shown in Fig. 6. 
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From Fig. 6, the discriminator network of GANBATS consists of three parts: two 
D-part parts, Attention mechanism and global average pooling layer, where the three D-part 
structure consists of convolution, ReLu activation function and BN layer. This structure 
makes it easier to balance the adversarial behavior of the model. The attention mechanism 
and global average pooling are introduced in the discriminator instead of MLP to improve 
the classification accuracy and classification speed of the discriminator. 

Colloquially, the Attention mechanism can be used to selectively select a small amount 
of important information from a large number of information and focus on these important 
information. In other words, the Attention mechanism pays different attention to time series 
at different moments, which considers applying different weights to different moments in 
time series. The calculation process of Attention mechanism is shown in Fig. 7. 
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Fig. 7. Attention mechanism calculation process 

 
The Attention mechanism can be described as the mapping of a Q(query) matrix to a 

series of K(keys) matrix and V(values) matrix. There are three main steps in calculating 
attention. 
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Step 1: Perform similarity calculation (Dot Product) between query and each key to get 
the weight 

( , )xf Q K                                 (4) 
Step 2: Using a softmax function to normalize the weights. 

( , )

1

, ( , ) 1, 2,...,
( , )

xf Q K

x L

y
y

e x y L
f Q K

α

=

= =

∑
                    (5) 

Step 3: Adding weights and corresponding values to get the final score. 

1

L

x x
x

Vα
=
∑                                   (6) 

Where L is the length of time series. x and y are the moments in the time series. Q, K, V 
are three independent matrices. In this study, K and V are the same matrix, which means 
K=V. Finally, Average pooling reduces the parameters obtained by the Attention mechanism 
to prevent overfitting. 

4. Experiment 

4.1 Experimental environment and evaluation criteria 

The experimental environment setting in this paper is shown in Table 1. In this section, 
in order to evaluate the quality of the generated time series, two parameters, PRD (Percent 
Root Mean Square Difference) and DTW (Dynamic Time Warping) [16] are used to evaluate 
the generated time series. These two indicators comment on the similarity and difference 
between the generated and real data, respectively. The smaller the value of PRD and DTW, 
the better the quality of the generated time series. 

Table 1. Experimental environment 

Equipment Experimental setting 

CPU Intel Core i5-13700KF 

GPU NVIDIA RTX 3080 

Memory 32GB 3600Hz 

Python 3.9.0 

Pytorch 1.11.0 

4.2 Databases and training hyperparameter 

The experiments in this section verify the ability of the GANBATS algorithm to reconstruct 
time series datasets. In this paper, NASA Battery Data Set (Battery Data Set), XJTU-SY 
(Bearing Database) and ECG-MIT (ECG Database) were selected for the experiments. 
NASA Battery Data Set is an experimental database of ternary lithium batteries classified by 
temperature and discharge multiplier. XJTU-SY measured motor currents and vibration 
signals of 26 damaged bearing states and 6 undamaged (healthy) states. ECG-MIT is a joint 
ECG database created by MIT and Beth Israel Hospital. There are 48 records in total and 
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each record is over 30 min. We use Adam optimizer with an initial learning rate of 
1e-4(NASA Battery Data Set),1e-3(XJTU-SY),1e-4(ECG-MIT) in training. We set the batch 
size to 32 (NASA Battery Data Set),128(XJTU-SY), 128(ECG-MIT), and train for 100 
epochs, and the reducing learning rate by half every 50 epochs. 

4.3 Experimental results analysis 

4.3.1 Generated time series visualization 
In this paper, CGAN, DCGAN, WGAN, WGAN-GP and GANBATS models are selected for 
the generation of data in three time series datasets. CGAN, DCGAN, WGAN, WGAN-GP 
models are all mainstream data generation models, and GANBATS proposed in this paper. 
First, five data augmentation models are trained using normal and abnormal time series and 
form class balanced datasets. Then, the performance of data augmentation model is evaluated 
in terms of the training convergence speed and classification accuracy of the data 
augmentation model. Fig. 8 shows the four types of time series generated by GANBATS, 
which proposed in this paper. 

 
Fig. 8. Example of generated data 

Fig. 8 shows the visualization results of the generated time series. From Fig. 8, it can be 
seen that GANBATS has the ability to generate long time series and to generate local 
features of time series. 

 
4.3.2 The influence of different parts of GANBATS 
In the experiments, real data and generated data are sent to the discriminator model for 
training. The structure of the generator network and discriminator network of GANBATS 
affects the model training time and the quality of the reconstructed datasets. In other words, 
well-structured generator networks and discriminator networks not only improve the 
efficiency of the mode, but also enhance the quality of the generated data. This section 
designs ablation experiments to verify the effect of different parts in GANBATS on the task 
of time series generation. The results are shown in Table 2. 
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Table 2. The quality of generated data of different parts in GANBATS 

Bi-LSTM G-part(cycle) Attention D-part(cycle) PRD TDW 

 √  √ 61.38 21.72 

√ √  √ 40.32 14.37 

 √ √ √ 41.62 10.62 

√ √ √ √ 26.22 9.45 
 

From Table 2, it can be seen that the data generation of GAN model without the 
addition of Bi-LSTM to the generator is poor, with PRD and DTW only 61.38 and 21.72. 
With the addition of Bi-LSTM, the PRD and DTW decreased to 40.32 and 14.37. Compared 
to the original GAN, the metrics decreased by 33.3% and 33.8%. And when the 
discriminator adds the attention mechanism, the DTW of the model is further reduced to 9.45. 
When the model adds Bi-LSTM to the generator and attention mechanism to the 
discriminator. The PRD and DTW are reduced to 42.7% and 43.5% of the initial state. 
Therefore, all kinds of parts included in the GANBATS model proposed in this paper have 
positive effects on data augmentation. 

Table 3 is an ablation experiment on accuracy. From Table 3, the classification 
accuracy basically justifies the quality of the data generated in Table 2. 

 

Table 3. The classification results of generated data of different parts in GANBATS 

Parameters XJTU-SY NASA Battery ECG-MIT 

G-part+D-part 67.7% 75.2% 82.3% 

Bi-LSTM+G-part+D-part 82.3% 90.1% 93.3% 

G-part+Attention+D-part 80.5% 89.4% 91.9% 

Bi-LST+G-part+Attention+D-part 88.7% 94.2% 98.7% 
 

Fig. 9 shows the change of loss values during the training of the GANBATS model, 
which reflects the stability of the GANBATS model during training. 

 
Fig. 9. Loss curve 
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The number of iterations of the model is 100. It can be seen from Fig. 9 that the loss 
value of the GANBATS model is decreasing as the number of iterations increases, and the 
oscillation trend of the loss value is getting smaller. This indicates that the GANBATS model 
converges better, and the addition of Bi-LSTM makes the training of the generative network 
more stable. 

 
4.3.3 Comparison experiments 
The experiments in this section analyze the reconstructed datasets based on applicability 
(classification accuracy), and Table 4 shows the classification accuracy of the five compared 
algorithms on the three datasets. 

Table 4. Accuracy of different algorithms 

Database/Algorithm XJTU-SY NASA Battery ECG-MIT 

CGAN 77.2% 81.3% 92.3% 

DCGAN 80.3% 87.6% 95.2% 

WGAN 83.5% 91.7% 94.2% 

WGAN-GP 89.8% 93.2% 95.6% 

GANBATS 88.7% 94.2% 98.7% 
 
Table 4 shows the classification accuracy of the five data augmentation algorithms after 

reconstructing the datasets. The experiments in this section compare the classification 
performance under the same criteria and same classifier for five compared algorithms. 
DCGAN model is introduced to CNN network. However, DCGAN does not have the best 
classification performance in the comparison. The reason may be that the CNN network has 
a large gap in receptive field for different time series. WGAN improves the way of 
calculating the distance between samples, which makes the generated data less overlapping. 
As a result, the classification accuracy of WGAN is improved by up to 4.09% compared to 
DCGAN. WGAN-GP uses the gradient penalty strategy to make the training process more 
stable and further improve the quality of the reconstructed dataset. WGAN-GP obtains the 
highest accuracy of 89.88% on XJTU-SY database. The GANBATS proposed in this paper 
introduces Bi-LSTM in the generator network and attention mechanism in the discriminator 
network to make the data augmentation model with better training quality and stability. From 
Table 2, the NASA Battery and ECG-MIT datasets reconstructed by GANBATS all obtained 
the best performance of 94.27% and 98.75%, respectively. 

5. Conclusion 

Deep learning-based computer signal recognition assistance system can effectively improve 
the efficiency of equipment (personnel) monitoring and timely detection of abnormalities. 
Time series monitoring signals are of great importance to industry, energy and medical fields. 
However, time series monitoring signals usually have varying degrees of class imbalance, 
which increases the need for data augmentation of class balanced time series database. In this 
paper, the GANBATS model is proposed for the characteristics of the time series, and the 
time series generated by this model are reconstructed to obtain normal databases. The 
performance of the GANBATS model is verified by two experiments. First, the authenticity 
of the generated time series evaluated by PRD and DTW metrics. Then, classification 
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experiments are performed on four time series databases. The results show that the 
GANBATS algorithm has a good data augmentation effect on the time series. In addition, the 
deep learning research of time data includes not only data augmentation, but also prediction, 
segmentation, etc. In the future work, we will be carried out in these aspects. 
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